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HID - PC Version (Nonlinear Least Squares Analysis of Sedimentation Equilibrium Data) 





This version of HID/Nonlin has been adapted for the PC from  the OpenVMS version.  There is a maximum of 15 data sets and/or a total of 8000 data points.





Sedimentation Equilibrium Equation





Data is fitted by the Nonlin program to the following equation,


	�embed Equation ���,


where 	dc 	is the concentration offset of the first data point (this is generally 0 for 			absorption data and some arbitrary value for interference data),


		q(i) 	is the degree of association for the ith associated species,


		Ci(r) 	is the concentration of the ith species at radius r,


		K1,i	is the equilibrium constant for the association of monomer to the q(i)-mer,


		C1(r)	is the concentration of the monomer at radius r,


		n	is the total number of species present in the model being used for fitting the 			data, and can be between 1 (no association) and 5 for the current version of 			Nonlin. 


The variable C1(r) may be expanded to





	�embed Equation ��� ,


where		C1,0 	is the monomer concentration at the first point of the data set (the natural 			logarithm of this is used by the program as LnA),


		x, x0	are the value of r2/2 and r2/2 at the first point of the data set (used as a 			reference position),


		B	is the colligative second virial coefficient with the assumption of 


			gi = (g1) q(i),


	and	s	is the reduced molecular weight as defined by





			�embed Equation ��� , 





where		M1	is the monomer molecular weight,


		� EMBED Equation.2  ���	is the partial specific volume,


		r	is the solvent density and


		w	is the rotor speed in radians per sec.





The variables that can be fitted by Nonlin are dc (as deltaY), C1,0 (as LnA), q(i) (as Ni ), K1,i  (as LnKi), s and B.





Running HID





When HID is run you will first see [Screen 1], the title screen.   The next screen, [Screen 2],  offers the choice of either a condensed output file or an output file containing additional information which can be used to diagnose problems encountered during fitting.  The condensed output file contains all the information you would normally require for data analysis and is the default choice.


In [Screen 3] you must enter an output file name and then a list of up to 15 input files (our current limit is 15 files and 8000 total points).  You can just hit a carriage return (or enter NUL) if you don’t want to generate an output file.


When you’ve finished entering all the data set names hit <F10> and the data will be read in and you’ll be given a running total for the number of points and data sets as each is processed.


[Screen 4] is the main screen for running HID.  Here, you can enter initial guesses for the various parameters as well as mark which parameters will be fitted.  <F1> toggles between entering a value for a parameter and marking/unmarking a parameter for fitting.  Those parameters that are to be fitted will have an asterisk (*) next to the value (see [Screen 4]).


<F4> starts the fitting process.  You’ll then see [Screen 6] where you’ll be prompted for Speed and Concentration factors.  The speed factor can be used to fit data sets from multiple speeds.  It is actually the ratio
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 (e.g. to jointly fit a data set at 10k and one at 20k, using 10k as the reference speed, enter 1 for the speed factor for the first data set and 4 for the second).  The concentration factor can be used, e.g., to jointly fit data from runs where different thickness centerpieces have been used, or to combine scanner data and interference data for joint analysis.


As you can also see on this screen, the default fitting parameters are set to 95% confidence limits and a fractional change of 10-6 for convergence.  These can be changed using the “Convergence Parameter” choice in the “Special Menu”.


When the program has converged upon a set of values for the fitted parameters you will see a screen similar to [Screen 7].  The key value shown in this screen is the “Square Root of Variance”.  For a good fit of reasonably good data this value should be less than 2x10-2.  At this point you may also have the program calculate the error statistics (i.e. the confidence limits) for the fitted parameters by responding “Y” to the query “Do you want ...”.  After viewing the results of the fit you return to the main screen with any key stroke.  





Plotting Results





Hitting <F4> from the main screen will bring up the plotting choices (see [Screen 8]).  The default plots are created in a DOS graphics window (more about this later) and you can plot 


(1) the raw data, (2) the deviations vs independent variable ((R2) or (3) the deviations vs dependent variable (concentration).  If fitting multiple data sets you are given the choice of plotting the results individually or all sets simultaneously.  The plot screen (deviations vs dependent variable) shown as [Screen 9] corresponds to the results shown in [Screen 7].  This is a good example of a fit showing systematic deviations and is indicative of an incorrect choice of model describing the data.  In this case the fit for the three data sets was that of an ideal single-species.  [Screen 10] displays the results of fitting these same sets to the model of a ideal monomer-dimer association and it is obvious from the generally random deviations (and the smaller RMS [square root of variance]) that this scheme is a much better choice.





Special Functions





The “Special Function” menu, shown as [Screen 5], is displayed when you hit <F2> in the main screen. 





1.  Select COMMON values of LnK or SEPARATE values of LnK:


HID/Nonlin allows you to use either common or individual values for the various LnK’s.  Normally one assumes that the values of the equilibrium constants should be, e.g., independent of the loading concentration and speed.  If a fit of multiple data sets exhibits self-association and the fit of the data to a model which allows individual equilibrium constants for each set results in a statistically significant  better fit then this may be an indication of a heterogeneous sample.  This could result from, among other things, the presence of some non-reacting species - an incompetent monomer, non-dissociating polymeric form or some other contaminant.





2.  Set high and low CONCENTRATION LIMITS on channels:


This choice allows you to exclude regions of the data from being included in the analysis by setting new upper and lower limits of the concentration range.





3.  SAVE a set of fitting parameters:


It is sometimes useful to be able to resume the fitting process from a previous set of parameters.  This choice allows you to save the current parameters to either temporary arrays which can be used during the current session (up to 19 sets of parameters) or to a file which can be reloaded at any time and in any HID session.  





4.  RESTORE a set of fitting parameters from ARRAY:


     and


5.  RESTORE a set of fitting parameters from a FILE:


These choices will simply reload the desired parameters from the selected source.





6.  Enter NEW SPEED factors:


     and


7.  Enter NEW CONCENTRATION scales:


These choices allow you to update these factors in case they were entered incorrectly.





8.  Set up to SAVE DEVIATIONS:


This choice allows you to toggle on and off the ability to save the deviations of fits from the experimental data, for any subsequent fittings, to the output file. 





9.  Calculate MW moments (at your own risk):


This choice calculates various MW moments and outputs the results to a file.  The method used is very sensitive to noise contained in the data and the results must be used with great caution!





A.  Dump concentrations for model into a file:


Using the current model and values for the fitted parameters the concentrations of each of the  molecular species at each radial position are written to a file.





B.  Calculate MW moments and species conc at cell boundaries:








C.  Choose whether to use SCALED CONCENTRATIONS:


      and


D.  Choose whether to use SCALED DEVIATIONS:


These choices will scale the appropriate values, using the Concentration Factors, when generating plots. 





E.  List ALL input files:


A list of the data files is displayed on the screen.





F.  CHANGE dependent variable offset for GRAPHS:


This choice will allow you to subtract (or not subtract) the value of (c (deltaY) from the data.  This is most useful in the case of interference data where there is always an arbitrary offset included in the values of the concentration.





G.  Choose CONVERGENCE PARAMETERS:


This menu item allows you to change the convergence parameter, the confidence interval for calculation of the confidence range and the formula used to calculate the error statistics for the fit.





H.  Plot to File (PLOT.DAT) [Default: Plot to DOS Screen]:


The default method for plotting the results of the fits is to use a DOS graphics screen.  This choice allows you to, in place of this, generate a file containing all of the plotting information.  We have written a Windows based plotting application which can create plots from these files.  There are two versions of this plotting routine, GKSPLT16.EXE (16-bit for Windows 3.11) and GKSPLT32.EXE ( 32-bit for Win95 and WinNT).  The usual way to use either of these plotting programs is to run HID in a DOS-box from Windows (3.11, 95 or NT)  and setup the plotting application to check for the existence of PLOT.DAT (checking every 2-4 secs.) in the appropriate directory.  When the plotting program “sees” the file it will read it in, rename or delete it and display the plot.





I.  Save Plotted Files [Default: Discard Files]:


This choice sets or clears a flag in the plotting file which indicates that the file should either be renamed and saved after plotting or that the plot file should be discarded (default action). 





J.  RETURN to the PRECEDING MENU:


This choice returns the program to the main fitting screen.�
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[Screen 10]
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Ideal Fit





The ideal single species model is usually the first model to be considered.  DeltaY's, Ln A's and sigma are the only parameters which will be fitted.  In the case of the XLA absorbance system the deltaY can be left fixed at 0.0 as a first approximation.  Ideally there should be no baseline offset with the absorbance system.  The starting value is generally 0 for the deltaY's and Ln A's.  Initial values for sigma are usually taken as close to the values calculated for sigma (The equation for sigma is shown above.).  The Nonlin fitting routines are fairly robust and will converge on a good value for the fitted parameters even with a "poor" guess.  This is not to say that the fitting will not fail if a wildly wrong guess is used!  The program will display the variables as it goes through successive iterations.  The first variable listed will be the variance, it may skip around a bit, but it should generally decrease continuously.  Once the difference between the iterations have grown small enough the calculation will stop and error statistics may be obtained.  If the fit is good (rms error or square root of variance usually less than .02) then you may choose to "Calculate Full Error ... ".  The program will calculate the confidence limits for the fitted parameters.  It is not necessary for the statistics to be calculated before the deviation graphs may be plotted.





Plots





You may click on the "Plots" menu choice to bring up a dialog box to choose between plotting Raw Data vs Independent variable (1/2*R2), Deviations vs Independent variable or Deviations vs Dependent variable.  One is prompted further to choose plotting data sets individually or en masse. Where applicable, the plots may be corrected for the contribution by the deltaY term via a choice from the "Special" menu.  The "Change Offsets" dialog box allows you to choose to correct the Raw Data by the value of deltaY.  You may use the scaled concentrations and/or deviations in your plots via the appropriate choice in the "Scale Plot Concs." and/or "Scale Plot Devs." dialogs from the "Plots" menu.  This will correct the concentrations and/or deviations by using the concentration factor(s) that was entered prior to fitting the data.





Nonideal Fit





Systematic error in the distribution of the deviations of the data from the fitted curves indicate a poor model for the fitting.  After first fitting the data to the model of an ideal single species you may want to try fitting to the model of a single species with nonideality present.  Starting from the fit to the ideal model allow B to vary.  This nonideal fit may produce a lower value for the variance even if the actual scheme is an ideal self-association.  In that case the value of B will be negative.  Charge effects and excluded volume effects are indicated by a positive value of B.  Contribution to the virial coefficient from self-association may easily be masked by a positive virial effect due to charge (and vice versa ).





Self-Association





Next the various association models may be tried.  Set the value of B back to zero (for ideal associations) and do not allow it to vary.  The first model tested is usually the ideal monomer<=>dimer.  Set the value for LnK2 to 0 and allow it to converge.  Note that N(2) = 2 for the monomer<=>dimer fit. Convergence should include the deltaY's (at least for interference data) and the LnA's.  Sigma should be set initially at an estimated value (e.g. from the sequence molecular weight) and later converged upon at the same time as all the other pertinent parameters. For nonideal self associations one may let B vary, however nonideality can be easily masked in the presence of self-association and one must pay close attention to the confidence limits of the fitted parameters.


Association models which are more complex than monomer<=>n-mer require an even larger amount of data obtained under varying conditions of speed and loading concentrations.  It is not advisable to try to determine, e.g., the equilibrium constants for a monomer<=>dimer<=>tetramer association with a single data set.





Things Which May Happen





If the program goes through one hundred iterations before finding a solution, it will stop and you must strike a key.  This usually happens while trying to fit data to a complex association scheme or when trying to extract too much information from too little data.  To continue the iterations, return to the fitting menu and choose "Fit Data".


If the program stops calculating after less than 100 iterations without really converging on a set of parameters then probably one of the variables has reached an outrageous value.  The only thing to do is to begin the fit again from a different set of starting values.


Starting with different initial values for the variables can lead to different convergence paths.  In cases where no convergence is obtained, or where dubious fits are obtained, try using different initial values, especially for sigma.  This may lead to a totally different set of fitted parameters, or the program may return to parameters close to those from an earlier fit.





Criteria for a Good Fit





1)	The square root of the variance should be as small as possible, i.e. for the interference system about 1x10�2.


2)	The deviations of residual plots should not indicate systematic error.


3)	The confidence intervals around the values of LnK's and sigma should be relatively small and not wildly asymmetric.


4)	For scanner data the values for the deltaY's should be near zero.


5)	Often the square root of variance of a good association model fit will be near the value for the nonideal fit with the values of sigma being similar.





Separating Ln K's





Once a good fit has been obtained, a better fit may be achieved by allowing each data set to have its own LnK value. This will also allow one to see if there are any trends in the data sets.  For example, different LnK values (usually increasing with decreasing concentrations) obtained under the same solvent conditions and temperature can be an indication that the solution is actually a non-equilibrium mixture of components.  This may arise from impurities, such as irreversible aggregation.


Before separating the parameters (or after any promising fit) it is often advisable to save the original fitting parameters to an array.  This saves one the trouble of redoing the fit if one wishes to start from that fit later.  To do this, go to the "Special" menu and select "Save Fitting Params". After entering a comment string in order to describe the parameter set, one has a choice of whether to save the parameters to an array or a file. If you choose a file, enter a filename for the parameter set.


To separate the LnK's choose "Common Ks" from the "Fitting" menu and select which LnK's you want to be allowed separate values.  Once in the "Fit Data" dialog you may set these separate LnK's to a value near the fitted value as a common LnK and allow only the LnK's (no other parameters) to converge for the next stage of the fit.  When asked for error statistics, hit enter as the fit is not complete. Return to the fitting menu and now allow everything to vary (LnA's, deltaY's, LnK's and sigma).  After this fit obtain error statistics.
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